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Abstract

Patients must possess the knowledge neces-
sary to actively participate in their care. We
present NoteAid-Chatbot, a conversational AI
that promotes patient understanding via a novel
‘learning as conversation’ framework, built on
a multi-agent large language model (LLM)
and reinforcement learning (RL) setup with-
out human-labeled data. NoteAid-Chatbot was
built on a lightweight 3B-parameter LLaMA
3.2 model trained in two stages: initial su-
pervised fine-tuning on conversational data
synthetically generated using medical conver-
sation strategies, followed by RL with re-
wards derived from patient understanding as-
sessments in simulated hospital discharge sce-
narios. Our evaluation, which includes compre-
hensive human-aligned assessments and case
studies, demonstrates that NoteAid-Chatbot ex-
hibits key emergent behaviors critical for pa-
tient education—such as clarity, relevance, and
structured dialogue—even though it received
no explicit supervision for these attributes. Our
results show that even simple Proximal Pol-
icy Optimization (PPO)-based reward model-
ing can successfully train lightweight, domain-
specific chatbots to handle multi-turn interac-
tions, incorporate diverse educational strate-
gies, and meet nuanced communication ob-
jectives. Our Turing test demonstrates that
NoteAid-Chatbot surpasses non-expert human.
Although our current focus is on healthcare,
the framework we present illustrates the feasi-
bility and promise of applying low-cost, PPO-
based RL to realistic, open-ended conversa-
tional domains—broadening the applicability
of RL-based alignment methods.

1 Introduction

Patients’ access to their electronic health record
(EHR) notes, called OpenNotes (Delbanco et al.,
2012), represents a personalized communication

*Equal contribution
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channel. OpenNotes has been shown to enhance
disease understanding (Bronson and O’Meara,
1986), patient–provider communication (Homer
et al., 1999; Elbourne et al., 1987), medication
safety (Assiri, 2022), self-managed care (Homer
et al., 1999), and health outcomes (Bronson and
O’Meara, 1986; Apter et al., 2019). A patient’s abil-
ity to comprehend EHRs is related to his/her level
of health literacy, which is defined by the Institute
of Medicine as “the degree to which individuals
have the capacity to obtain, process, and understand
basic information and services needed to make
appropriate decisions regarding their health.” (In-
stitute of Medicine (US) Committee on Health
Literacy, 2004) Thirty-six percent of American
adults have limited health literacy (Kutner et al.,
2006) and have shown difficulty in comprehending
EHRs (Pyper et al., 2004; Keselman et al., 2007;
Chapman et al., 2003; Lerner et al., 2000; Jones
et al., 1992; Baldry et al., 1986). Limited health
literacy has been identified as one of the major
barriers to patient portal use (Sarkar et al., 2010;
Zarcadoolas et al., 2013; Tieu et al., 2015).

Therefore, we developed NoteAid-Chatbot, a
novel multi-component artificial intelligence (AI)
system that helps patients comprehend their EHR
notes. Communication is the central process of
education (Dewey, 2004) In learning as conversa-
tion (Sharples, 2005), a patient does not read an
EHR note, but gains information and knowledge
through conversation with a Chatbot that reads the
note.

One challenge for developing NoteAid-Chatbot
is the lack of training data, making the development
cost prohibitive. Therefore, inspired by (DeepSeek-
AI et al., 2025), we developed a novel training
paradigm that is based on a multi-agent frame-
work where we leverage state-of-the-art large lan-
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Figure 1: Overview of our multi-agent framework and interactive patient education experiment. (Left: Model
development) The NoteAid-Chatbot training pipeline. We first construct a two datasets: 1) Gold dataset that consists
real-world EHR notes and questionnaires annotated by experts, 2) Silver dataset which is synthetic dataset (EHR
notes, Conversation records, questionnaires) generated using six medical content criteria and medical conversation
strategy. We apply supervised fine-tuning on this conversation dataset to build a baseline chatbot model. Leveraging
the Silver dataset, we align the chatbot via reinforcement learning (PPO), where the Chatbot NoteAid interacts
with the patient agent (GPT-4o-mini) and receives verifiable reward signals based on the patient’s performance
on the comprehension test. This two-stage alignment enables emergent instructional behaviors in SLMs. (Right:
Evaluation) We evaluate NoteAid-Chatbot with the Gold comprehension dataset and conduct general evaluation
and a turing test. Above illustrates the generation evaluation based on the simulation with a virtual patient simulated
from gold and silver dataset. We evaluated medical content generation and medical conversational strategies of our
model. Below illustrates the NoteAid-Chatbot in turing test. The NoteAid-Chatbot poses questions derived from a
patient’s discharge note to improve their understanding through interactive question answering. At the end of the
session, the patient completes an exam assessing comprehension, which serves as the measurable learning outcome.

guage models (LLMs) and reinforcement learn-
ing (RL). Our training framework is fully auto-
mated, eliminating the most of the costly human
annotations for training. To help deploy our sys-
tem to mobile devices (Hutson, 2024; Griewing
et al., 2024; Wang et al., 2024; Lu et al., 2024), we
built upon LLaMA 3.2-3B-Instruct (Dubey et al.,
2024), a lightweight open-source LLM. We pro-
pose a two-stage training approach—initially ap-
plying supervised fine-tuning on a synthetic conver-
sational dataset followed by simulated interactions
between NoteAid-Chatbot and patient agent. We
developed NoteAid-Chatbot using reinforcement
learning, and our evaluation results by domain ex-
perts demonstrate that the basic Proximal policy
optimization (PPO) (Schulman et al., 2017), where
the rewards are directly measured by patients’ com-
prehension scores, achieved an excellent perfor-
mance.
Our contributions are as follows:

• We propose an automated two stage multi-

agent framework that produces a lightweight
chatbot. 1

• We successfully show that utilizing synthetic
datasets can help in further steps of supervised
fine-tuning and RL-based alignments result-
ing in a robust chatbot.

• We conduct a Turing test and showed the
model is capable of educating humans better
than non-experts. We also conduct an in-depth
case studies and human-aligned evaluations
to assess the NoteAid-Chatbot’s behavior in
realistic, goal-oriented conversations.

2 Development of NoteAid-Chatbot

2.1 Dataset Preparation and Configurations

We constructed two distinct comprehension
datasets to assess patients’ understanding of clin-

1Our code and data is released at https://huggingface.
co/datasets/bio-nlp-umass/NoteAid_Chatbot with CC-
BY-NC 4.0 license

https://huggingface.co/datasets/bio-nlp-umass/NoteAid_Chatbot
https://huggingface.co/datasets/bio-nlp-umass/NoteAid_Chatbot


Table 1: Demographic Category of synthetic dataset
CompS

Category Contents Ratio

Age Young Adult (19–35 years) 0.250
Middle-aged Adult (36–55 years) 0.350
Older Adult (56–75 years) 0.250
Elderly (76+ years) 0.150

Gender Male 0.471
Female 0.529

Ethnicity White 0.672
Black or African American 0.100
Hispanic or Latino 0.100
Asian 0.080
Native American or Alaska Native 0.020
Native Hawaiian or Pacific Islander 0.015
Mixed or Multicultural 0.013

ical notes: (i) a set of 100 real discharge notes,
and (ii) a set of 10,000 synthetic discharge notes.
We refer to these as the Gold and Silver datasets,
denoted by CompG and CompS , respectively.

The Gold dataset (CompG) comprises 50
discharge notes sampled from the MIMIC-IV
database (Johnson et al., 2023) and 50 notes ob-
tained from the University of Pittsburgh Medical
Center (UPMC) dataset which is a private dataset
that cannot be disclosed. For each note, domain ex-
perts manually created between 5 and 10 multiple-
choice questions and answers, denoted as QGold.
The instructions and the detailed procedure for QA
generation are included in the appendix A.

The Silver dataset (CompS) consists of synthet-
ically generated discharge notes (Table 1). For
each note, we used GPT-4o-mini to create the com-
prehension QA QS . The prompts used for note
and QA generation are also included in the ap-
pendix 7.2. In addition, for each note, we also gen-
erated a simulated conversation history between an
educator agent and a patient agent. We define this
conversation dataset as ConvS , We used ConvS
to supervise fine-tune NoteAid-Chatbot and then
we deployed reinforcement learning based on how
well the model achieved the comprehension scores
on QS . We used the conversation data generated
from 8000 notes for supervised finetuning. The
reinforcement learning was trained on the compre-
hension QA dataset created from the remaining
2000 notes. Detailed procedures for data genera-
tion and evaluation are provided in the appendix A.

For Gold and Silver dataset of notes, we formally
note as :

CompG = {(N i
G, Q

i
G)|i ∈ [1,100]} (1)

CompS = {(N i
S , ConviS , Q

i
S)|i ∈ [1,10000]}

(2)

2.2 Supervised Fine-Tuning stage
We first trained the open-source LLaMA 3.2-
3B-Instruct on 80% of portion of Silver dataset
CompS . We employed Low Rank Adapation
(LoRA) (Hu et al., 2021) to fine-tune the model,
and report the result. We insert the NS to the sys-
tem prompt and instruction fine-tuned on ConvS .
With the synthetic dataset’s quality well controlled,
we can enable the model to be trained on domain-
specific tasks.

2.3 Reinforcement Learning stage

Intermediate Stage

Medical Content Score : 0.204

Medical Strategy Score : 0.041

Mean Token Length : 143

Final Stage

Medical Content Score : 0.291

Medical Strategy Score : 0.055

Mean Token Length : 31

Early Stage
Medical Content Score : 0.195

Medical Strategy Score : 0.039

Mean Token Length : 169

Figure 2: As the RL-based alignment training progress,
the comprehension score increases while the FKGL
score of the text decreases. We also see an increase in
Medical Content score, Medical conversation strategy
score. While the mean token length generated decreases
in each training steps during reinforcement learning
stage.

Following the supervised fine-tuning stage, we
further optimize NoteAid-Chatbot within a Rein-
forcement Learning (RL) framework. In this stage,
we simulate a dialogue scenario in which the fine-
tuned model assumes the role of an educator in-
teracting with a patient in a discharge context. To
simulate patient behavior, we utilize both NS sce-
narios and the GPT-4o-mini model as the patient
agent.

For each simulation, the dialogue is initiated us-
ing a specific discharge note N i

S . The educator
agent (NoteAid-Chatbot) is tasked with conveying
key information from the discharge note to the pa-
tient agent. Upon completion of the interaction, the



patient agent is assessed using the corresponding
set of questions Qi

S we created for the note. The
patient’s performance on this assessment is then
used to compute the reward signal for the reinforce-
ment learning update. We reward the model using
reward function in B.2

3 Chatbot Evaluation

3.1 Chatbot evaluation
We evaluated NoteAid-Chatbot with four distinct
measures. (i) Generation metrics, (ii) Medical con-
tents, (iii) Medical conversation strategy and (iv)
Human evaluation.

3.1.1 Generation Metric
We evaluated generation quality using a set of es-
tablished metrics, including BLEU (Papineni et al.,
2002), ROUGE-L (Lin, 2004), BERTScore (Zhang
et al., 2020), and the Flesch-Kincaid Grade Level
(FKGL) (Flesch, 2007). For this evaluation, we
employed a held-out subset of NS and ConvS that
were not seen during the chatbot’s training phase.
We simulate a conversation between the educator
and the patient, and evaluate the educator’s utter-
ance based on ConvS . BLEU, ROUGE-L, and
BERTScore assess the semantic alignment between
the model-generated utterances and the reference
texts in the test set. The FKGL or the readability
score, quantifies the ease with which the generated
text can be understood by human readers. Lower
FKGL indicates it is easier for the reader to under-
stand the text, which means higher readability, and
vice versa.

3.1.2 Medical contents and Conversation
strategies

The model’s conversational ability was evaluated
using the criteria shown in Table 2. Dialogues were
simulated between the chatbot and an AI patient
implemented with GPT-4o-mini. To ensure consis-
tency and prevent excessively long interactions, a
maximum of 20 dialogue turns was imposed. Eval-
uation followed the LLM-as-a-judge framework,
in which GPT-4o-mini assessed the quality of the
conversation history based on predefined prompts.

To measure the chatbot’s capacity for domain-
specific dialogue, two evaluation criteria were es-
tablished (Table 2). The first criterion examined
whether the model could effectively communicate
medically relevant content within the context of
discharge scenarios. Following the framework pro-
posed by DeSai et al. (2021), the chatbot was ex-

pected to address six key informational categories.
For each utterance (hi) within the chatbot’s conver-
sation history (H), we identified the presence of
each content category (Ck) and computed a normal-
ized score by dividing the count by the total token
length of the utterance, as defined in Equation 3

Content Score =
1

m

m∑
i=1

Count(Ck, hi)

logNumToken(hi)

(3)
To evaluate the chatbot’s conversational strate-

gies, we adopt the criteria proposed by King and
Hoppe (2013), which assess whether the commu-
nication aligns with ideal clinician-patient inter-
actions. Using GPT-4o-mini as an evaluator, we
scored each category (Sk) on a 1–5 Likert scale
and normalized the scores by the total token length
of the corresponding utterances, as shown in for-
mula 4.

Strategy Score =
LLM-as-a-Judge(Sk, H)

logNumToken(H)
(4)

Table 2: Medical content and conversation strategy cri-
terias

Medical Contents
(DeSai et al., 2021)

Return to the Hospital/Emergency Department
Medication
Discharge Diagnosis
Post-discharge treatment
Test and treatments during stay
Follow-up

Medical Conversation Strategies
(King and Hoppe, 2013)

Fostering relationship
Gathering information
Providing information
Decision making
Responding to emotions
Enabling disease and treatment-related behavior

To ensure the quality of the evaluation, we con-
duct a case study for the conversation histories
and the output of the evaluation to show that the
LLM-as-a-judge evaluation results are reliable and
acceptable.

3.1.3 Turing test
To further evaluate the usability and effective-
ness of the chatbot, we conducted a Turing test



involving three experimental groups: Group A
(non-expert–patient interaction), Group B (ex-
pert–patient interaction), and Group C (chat-
bot–patient interaction). Participants assigned to
the non-expert and patient roles were recruited
from the university. For each patient, we assigned
a note from NG, where the educating side can only
see the discharge note and the patients cannot. Ad-
ditional details regarding the experimental setup
are provided in the appendix G.

Each participant assigned to the patient role
first completed a health literacy assessment (S-
TOFHLA test; Short version of Test Of Functional
Health Literacy in Adults;TOFHLA) to establish
a baseline (Parker et al., 1995). Following this,
participants engaged in a 15-minute educational
session conducted via a chat-based interface. Dur-
ing the session, only the educator (i.e., the human
or chatbot in Groups A–C) had access to the corre-
sponding discharge note, while the patient engaged
in dialogue to learn about the content. The patients
were not disclosed about the identity of their edu-
cator until the experiment was finished.

Upon completion of the session, patients were
administered a comprehension test from QG based
on the discharge note, assessing their interaction ex-
perience. The outcomes of the comprehension and
usability measures were then analyzed across the
three groups to assess the relative effectiveness of
each educator type. This human subjects research
was approved by the university IRB. All partici-
pant consents were obtained before they began the
study, they were given 10 dollar worth of gift card
for their participation as a compensation.

3.2 Baseline models

We compared our chatbot with closed- and open-
source LLMs. For the closed-source models we
used GPT-4o-mini and GPT-4.12 from OpenAI. For
the open-source model we used LLaMA 3.2-3B-
Instruct that were supervised fine-tuned on CompS
train set with LoRA technique. We also added
experiments using BioMistral 7B (Labrak et al.,
2024) which is a LLM pretrained on medical texts
and Qwen3-8B (Yang et al., 2025a) model which
is known for its strong reasoning capabilites.

Table 3: Generation metric evaluation on ConvS ∈
CompS test set. NoteAid-Chatbot (LLaMA3.2-3B+
LoRA + PPO) showed the higher scores in every metric
compared to baseline models.

Model BLEU ROUGE-L BERTscore Readability

GPT-4o-mini 0.023 ± 0.002 0.128 ± 0.007 0.853 ± 0.001 10.672 ± 0.100

GPT-4.1 0.014 ± 0.001 0.108 ± 0.005 0.853 ± 0.001 10.947 ± 0.140

BioMistral 7B 0.030 ± 0.007 0.137 ± 0.020 0.770 ± 0.010 26.077 ± 2.680

Qwen3-8B 0.014 ± 0.001 0.115 ± 0.006 0.835 ± 0.001 11.371 ± 0.163

LLaMA3.2-3B 0.024 ± 0.002 0.118 ± 0.006 0.851 ± 0.001 10.777 ± 0.230

+ LoRA 0.033 ± 0.003 0.127 ± 0.008 0.851 ± 0.001 7.636 ± 0.086

+ LoRA + PPO 0.153 ± 0.017 0.325 ± 0.021 0.893 ± 0.002 7.237 ± 0.134

4 Experimental results

4.1 Basic evaluation

Our NoteAid-Chatbot (LLaMA3.2-3B with LoRA
and PPO) showed the highest performance in ev-
ery metrics that were measured in Table 3. This
shows that NoteAid-Chatbot’s ability to align with
CompS was even more enhanced than fine-tuned
model (LLaMA 3.2-3B + LoRA) achieving 0.157,
0.322, 0.893 and 7.237 for BLEU, ROUGE-L,
BERTscore and Readability respectively. Remem-
ber that in the supervised fine-tuning stage, the
model was trained on CompS train set. Fine-
tuning can enhance the BLEU, ROUGE-L or
BERTscore, but the enhancements were trivial com-
pared to the enhancements of using reinforcement
learning, while NoteAid-Chatbot achieves superi-
ority compared to other baselines. Our chatbots
were able to capture the semantics using reinforce-
ment learning. Also, note that the FKGL scores
are lower in our chatbot, implying that the texts
are much easier to read. Trained models shows
lower score of grade level which means the texts
are easier to read.

4.2 Medical contents and Conversation
strategy evaluation

In the evaluation of medical content, NoteAid-
Chatbot demonstrated the ability to effectively
cover the essential topics typically addressed in
conversations between educators and patients (Ta-
ble 4). In every aspect, our RL-based alignment
showed superior performance compared to the base-
line models. Reinforcement learning contributed
to more concise utterances by reducing the number
of generated tokens while preserving the relevance
and completeness of the conveyed information. As
the patient-side questionnaires were designed based
on the content framework proposed by (DeSai et al.,

2https://openai.com/index/gpt-4-1/



Table 4: Medical content evaluation on NG (top) and NS (bottom). We find that NoteAid-Chatbot (LoRA + PPO)
successfully covers the core medical topics in the discharge scenario with more efficiency. The scores are calculated
using Eq. 3

Model Diagnosis Follow-up Medication Post-discharge treatment Return to Hospital/ED Tests/Treatments

GPT-4o-mini 0.241± 0.003 0.232± 0.002 0.231± 0.002 0.232± 0.002 0.234± 0.002 0.232± 0.004

GPT-4.1 0.193± 0.001 0.219± 0.002 0.214± 0.002 0.212± 0.002 0.218± 0.002 0.197± 0.003

BioMistral 7B 0.239± 0.012 0.240± 0.006 0.233± 0.006 0.233± 0.005 0.235± 0.006 0.227± 0.008

Qwen3-8B 0.233± 0.004 0.236± 0.003 0.232± 0.004 0.233± 0.003 0.236± 0.003 0.233± 0.005

LLaMA3.2-3B 0.196± 0.003 0.204± 0.003 0.199± 0.002 0.197± 0.002 0.201± 0.002 0.197± 0.004

+ LoRA 0.209± 0.004 0.222± 0.003 0.219± 0.003 0.220± 0.003 0.221± 0.003 0.211± 0.006

+ LoRA + PPO 0.287± 0.004 0.286± 0.003 0.292± 0.004 0.294± 0.005 0.301± 0.004 0.286± 0.005

GPT-4o-mini 0.247± 0.002 0.235± 0.002 0.233± 0.002 0.234± 0.002 0.236± 0.002 0.236± 0.003

GPT-4.1 0.197± 0.002 0.217± 0.002 0.211± 0.002 0.212± 0.002 0.216± 0.002 0.200± 0.003

LLaMA3.2-3B 0.199± 0.004 0.204± 0.003 0.200± 0.002 0.199± 0.002 0.201± 0.002 0.198± 0.004

BioMistral 7B 0.221± 0.006 0.230± 0.006 0.227± 0.005 0.227± 0.005 0.229± 0.005 0.225± 0.007

Qwen3-8B 0.234± 0.003 0.241± 0.002 0.234± 0.002 0.236± 0.002 0.239± 0.002 0.234± 0.005

+ LoRA 0.206± 0.004 0.223± 0.003 0.219± 0.003 0.222± 0.003 0.221± 0.003 0.214± 0.008

+ LoRA + PPO 0.285± 0.005 0.280± 0.002 0.287± 0.003 0.293± 0.005 0.301± 0.005 0.286± 0.004

2021), the alignment between the model’s outputs
and the expected content was further reinforced.
This alignment allows the model to deliver critical
information more efficiently, outperforming base-
line models in both content coverage and token
economy.

In terms of medical strategy adherence, our Chat-
bot is capable of producing concise responses while
still aligning with established medical communica-
tion guidelines (Table 5). Although explicit instruc-
tions or reward signals for conversational strategies
were not incorporated during reinforcement learn-
ing, some degradation of these traits was observed
over the course of training. Nevertheless, due to
the initial supervised fine-tuning on datasets explic-
itly designed to model such strategies, the model
retains several key characteristics of effective med-
ical dialogue. These results suggest that, with a
balanced training regimen, it is possible to preserve
conversational quality that aligns with the criteria
outlined in Table 2.

4.3 LLM-as-a-Judge Evaluation Case studies

We performed a specific case study to ensure the
quality of the LLM-as-a-judge results and also val-
idate the effectiveness of our NoteAid-Chatbot. As
seen in Table 9 in appendix E, GPT-4o-mini has
classified the utterance of the NoteAid-Chatbot
based on the criterias suggested in Table 2. We ob-
served that the model successfully classifies the ut-
terances of the NoteAid-Chatbot with a high preci-
sion. Since it is possible that the more the NoteAid-
Chatbot generates tokens, it is likely to cover the
medical contents that should be addressed, we nor-
malize the counts of the categories with the length

of the utterance as seen in formula 3. Grounded
on Table 4 and the case studies from Table 9, we
can see that NoteAid-Chatbot generates less tokens
but successfully covers the details that needs to be
covered in the conversation simulation.

Based on the conversation history between the
patient agent and our chatbot, GPT-4o-mini will
evaluate the conversational strategy scores. We
found that the model’s response has little dis-
crepancy with expert annotators (Appendix F).
Grounded on the evidence of (Zheng et al., 2023;
Tu et al., 2025; Cai et al., 2023), GPT-4’s judge-
ments are highly aligned with human level eval-
uation. As seen in appendix Table 10, our Chat-
bot still achieves these categories above 3 over 5
in overall evaluation which shows that the model
still maintains the ideal conversational strategies
after reinforcement learning stage. Also comparing
the scores with other models in Table 5, NoteAid-
Chatbot achieves the highest scores.

It is important to note that the reinforcement
learning alignment phase did not incorporate any
explicit mechanisms for training conversational
strategies. Instead, such strategies were derived
from the dataset and acquired during the super-
vised fine-tuning stage. This indicates that knowl-
edge and communicative behaviors learned through
fine-tuning can be preserved throughout subsequent
reinforcement learning. Investigating optimal com-
binations and interactions between supervised fine-
tuning and reinforcement learning represents a
promising direction for future research.



Table 5: Medical conversation strategy evaluation on NG (top) and NS (bottom). As illustrated, NoteAid-Chatbot (+
LoRA + PPO) successfully uses the core strategies that are recommended for medical conversations in the discharge
scenario. The scores are calculated using Eq. 4

Model Fostering Gathering Providing Decision Enabling disease Responding to
relationship information information making and treatment-related emotions

behavior

GPT-4o-mini 0.046± 0.000 0.046± 0.000 0.056± 0.001 0.044± 0.001 0.047± 0.001 0.038± 0.001

GPT-4.1 0.043± 0.000 0.043± 0.000 0.053± 0.001 0.041± 0.001 0.043± 0.001 0.039± 0.001

BioMistral 7B 0.040± 0.002 0.032± 0.002 0.041± 0.003 0.031± 0.002 0.035± 0.002 0.030± 0.002

Qwen3-8B 0.049± 0.001 0.038± 0.001 0.058± 0.001 0.041± 0.001 0.051± 0.001 0.039± 0.002

LLaMA3.2-3B 0.040± 0.000 0.040± 0.001 0.048± 0.001 0.036± 0.001 0.039± 0.001 0.034± 0.001

+ LoRA 0.044± 0.001 0.044± 0.001 0.053± 0.001 0.041± 0.001 0.045± 0.001 0.038± 0.001

+ LoRA + PPO 0.059± 0.001 0.056± 0.002 0.061± 0.001 0.047± 0.001 0.058± 0.001 0.046± 0.001

GPT-4o-mini 0.046± 0.000 0.047± 0.001 0.057± 0.001 0.045± 0.001 0.047± 0.001 0.040± 0.001

GPT-4.1 0.043± 0.000 0.043± 0.000 0.053± 0.001 0.041± 0.001 0.044± 0.001 0.039± 0.001

BioMistral 7B 0.045± 0.002 0.043± 0.002 0.049± 0.002 0.037± 0.002 0.043± 0.002 0.036± 0.002

Qwen3-8B 0.047± 0.000 0.047± 0.001 0.057± 0.001 0.041± 0.001 0.049± 0.001 0.038± 0.001

LLaMA3.2-3B 0.040± 0.000 0.040± 0.001 0.049± 0.001 0.037± 0.001 0.041± 0.001 0.034± 0.001

+ LoRA 0.045± 0.001 0.044± 0.001 0.054± 0.001 0.042± 0.001 0.045± 0.001 0.037± 0.001

+ LoRA + PPO 0.059± 0.001 0.056± 0.001 0.063± 0.001 0.048± 0.001 0.059± 0.001 0.046± 0.001

4.4 Alignment through Multi-Agent
Framework

As shown in Figure 2 reinforcement learning for
alignment substantially enhances the chatbot’s per-
formance and response quality. As seen in Figure
3, for the same question, the model generates a
shorter version of the response. But note that there
are minimal loss of information and the model suc-
cessfully delivers the core contents that the patient
should know in a polite and simplified manner.
(Ouyang et al., 2022; Yang et al., 2025b; Zhang
et al., 2025) suggests that reinforcement learning
can effectively address limitations of supervised
fine-tuning—where performance may stagnate or
even deteriorate due to misalignment with desired
behaviors. As illustrated in Figure 2, the model
keeps learning to talk briefly as it simulates a con-
versation with the patient agent. Even with a simple
reward framework, such as PPO, the model can en-
hance its conversational skills. Over the course of
training, the model learns to produce more con-
cise utterances. This brevity is advantageous, as
longer outputs have a higher risk of introducing
confusion, thereby impairing the patient agent’s
ability to respond accurately. The emergence of
shorter, clearer utterances is particularly valuable
in the context of patient education, where materi-
als are recommended to be written at or below a
sixth- to eighth-grade reading level (Okuhara et al.,
2025; Stossel et al., 2012). Failure to meet this
standard can significantly hinder patient compre-
hension of discharge instructions. One explanation

of this phenomenon is that over the course of RL-
based alignment, the model learns to speak briefly
because if it generates too much tokens, which
has unnecessary information, it will decrease the
score the patient agent gets correct. Our experimen-
tal results demonstrate that a carefully configured
multi-agent reinforcement learning framework can
yield a well-aligned, effective chatbot for health-
care communication. Albeit our framework uses
a simple, yet, indirect reward which relies on the
performance of the patient agent, studies such as
(Xu et al., 2024), demonstrates PPO-based meth-
ods shows robust effectiveness in larger scopes of
tasks.

4.5 Comparing Responses

As illustrated in Figure 3, NoteAid-Chatbot demon-
strates the ability to generate more concise re-
sponses to identical questions, thereby enhancing
textual readability. The examples further show that
the chatbot delivers core information in a simpli-
fied manner, effectively addressing the essential
components of each query.

In contrast, the supervised fine-tuned LLaMA
3.2-3B-Instruct model tends to include a greater
volume of information from the discharge notes.
While this may reflect comprehensive content cov-
erage, presenting extensive information in a sin-
gle turn is suboptimal for real-world patient com-
munication. Given that typical patients possess a
readability level corresponding to grades 6 to 8,
as noted by Okuhara et al. (2025), it is more ap-
propriate to communicate using simple, accessible



             Q. Hi, I want to know my discharge diagnosis.

LoRA response : 
Your discharge diagnosis is a double-lung transplant. This
means that you underwent a surgical procedure to replace
both of your lungs with healthy donor lungs. This can help
improve your lung function and overall health. Is there
anything else you’d like to know about your diagnosis?

NoteAid-Chatbot response : 
Your discharge diagnosis is a double-lung
transplant. That’s really important because
it means your body was restored with new
lungs. Do you understand that?

            Q. When should I call or return to the hospital?

LoRA response : 
You should contact your healthcare team if you notice
any of the following symptoms: signs or symptoms of
infection, temperature of 101.0 or higher, chills, productive 
cough, redness or drainage from the incision sites,
increased shortness of breath or decreased exercise toler-
ance, or persistent nausea, vomiting, diarrhea, abdominal
pain. You should also return to the hospital if you experi-
ence any severe bleeding, chest pain, or palpitations. It’s
always better to be safe and contact your healthcare team
if you’re unsure. Do you have any other questions about
when to contact or return to the hospital?

NoteAid-Chatbot response : 
You should call or return to the hospital
if you notice a temperature of 101.0 or
higher, or if you develop any signs of in-
fection. Do you remember that?

             Q. Hi, I want to know my medications

LoRA response : 
You’re welcome! Your medications are important for
your recovery. You have the following medications: (a)
Coumadin 0.5 mg, (b) Lexapro 20 mg daily, (c) Magne-
sium gluconate 500 mg three pills b.i.d., (d) Lopressor 25
mg b.i.d., (e) CellCept 250 mg three pills b.i.d., (f) Prilosec
20 mg daily, (g) Prednisone 5 mg daily, (h) Bactrim single
strength one on Monday/Wednesday/Friday, (i) Voricona-
zole 200 mg b.i.d., (j) Prograf 0.5 mg in the morning, 0.5
mg in the p.m., and (k) Valcyte 450 mg two pills once daily.
These medications are prescribed to help you manage 
your symptoms and prevent complications. Do you have ..

NoteAid-Chatbot response : 
Absolutely! Your discharge medications
include Coumadin for anticoagulation,
Lexapro for depression, and others like
Magnesium gluconate and Prednisone. Do
you understand that?

Figure 3: We compare the responses generated by
NoteAid-Chatbot with those of the supervised fine-
tuned LLaMA 3.2-3B-Instruct model. For each question
posed, NoteAid-Chatbot consistently conveys equiva-
lent content in a more concise and efficient manner.

language and to convey additional details incremen-
tally across multiple conversational turns.

4.6 Turing Test Results

Table 6: Health literacy test and Comprehension test
results in Turing test experiment. The whole group
showed the same level of health literacy. Group B,
showed a higher score than non-expert educators prov-
ing the capability of utilizing the chatbot for education
scenarios. Group A: non-expert to human; Group B:
NoteAid-Chatbot to human; Group C: expert to human

Group n Health literacy Comprehension score

A 5 33.200 0.650
B 4 34.250 0.719
C 4 35.750 0.750

In the Turing test experiment, 13 students partic-
ipated as the patient role, 5 students as a non-expert
educator and 1 expert educator. Group C, repre-
senting expert-to-patient interactions, achieved the
highest comprehension score of 0.750 (Table 6).
Group B, consisting of chatbot-to-patient interac-
tions, attained a score of 0.719—achieving higher
score than Group A (0.650), non-expert-to-patient
interactions.3 While minor variations in health lit-
eracy scores were observed across groups, all par-

3We could not conduct ANOVA test due to the small sam-
ple size.

Table 7: Turing test result. Our participants could easily
identify humans and the NoteAid-Chatbot. Group A :
non-expert to human; Group B : NoteAid-Chatbot to
human; Group C : expert to human

Overall did the educator feel like human? A B C

Yes 4 1 3
No 1 2 0
Not Sure 0 1 1

ticipants demonstrated a comparable baseline level
of health literacy based on the interpretation of
S-TOFLA.

Although the chatbot did not achieve the highest
comprehension score, it demonstrated effectiveness
in conveying discharge information. Notably, hu-
man educators were granted access to the discharge
note prior to the interaction, whereas the chatbot
engaged patients without prior exposure to the con-
tent. Given the model’s relatively small size (≃ 3B
parameters), its performance approaches that of hu-
man educators. We hypothesize that incorporating
test-time scaling techniques such as those proposed
in (DeepSeek-AI et al., 2025; Muennighoff et al.,
2025) could further enhance model performance.
As these papers also suggest using simple methods
to enhance the model’s reasoning capabilities.

As illustrated in Table 7, the key limitation iden-
tified was the chatbot’s lack of perceived “human-
ness”. In Group A and C, most of the participants
could tell that their educator was a human. How-
ever in Group B, half of the students could tell
that their educator was a chatbot. One potential
explanation is the greater conversational flexibil-
ity observed in human interactions. During the
experiments, patients often posed multiple ques-
tions or made compound utterances within a single
turn. Human educators were able to respond dy-
namically and address each concern sequentially.
In contrast, our Chatbot—trained on a strict multi-
turn dialogue structure—was unable to replicate
such adaptive conversational behavior.

5 Related Work

Large Language Models in Healthcare: LLMs
such as GPT-4 and ChatGPT have shown promis-
ing performance in various healthcare tasks, par-
ticularly in answering medical questions with high
accuracy and readability (Achiam et al., 2023;
Kung et al., 2023; Goodman et al., 2023; Decker
et al., 2023; Ayers et al., 2023; Thirunavukarasu
et al., 2023; Yao and Yu, 2025). Domain-specific



adaptations like Google’s Med-PaLM (Tu et al.,
2024) have further improved safety and factual con-
sistency by aligning LLMs with curated medical
knowledge. For instance, Med-PaLM significantly
reduced hallucinated or harmful responses and was
rated more helpful by clinical professionals (Sing-
hal et al., 2023). However, general-purpose LLMs
still suffer from issues (Yang et al., 2025c; Jin et al.,
2024) such as factual errors and lack of personaliza-
tion, making them unsuitable for patient-facing ed-
ucation tasks without proper alignment (Sun et al.,
2024; Aydin et al., 2024).
Patient Education Chatbots and EHR Com-
prehension Tools: Improving patient understand-
ing of their EHRs has long been a goal of clin-
ical NLP (Nutbeam, 2023; Aydin et al., 2024).
Early systems such as NoteAid (Polepalli Ramesh
et al., 2013) helped patients comprehend EHRs
by linking medical jargon (Kwon et al., 2022)
to lay definitions (Yao et al., 2024a). More re-
cently, PaniniQA (Cai et al., 2023) introduced an
interactive QA system that automatically gener-
ates patient-specific questions from discharge notes
and verifies answers to reinforce understanding.
Their method drew inspiration from dialogic read-
ing (Whitehurst, 2002) and focused on guiding pa-
tients to uncover relationships between medical
events via causal or correlational reasoning (Cai
et al., 2023; Lehman et al., 2022). Our work shares
PaniniQA’s goal of enhancing post-visit compre-
hension through interactive conversation. However,
there are three key differences. First, PaniniQA re-
lies on structured event and relation annotations to
control question generation; in contrast, NoteAid-
Chatbot is trained end-to-end using synthetic con-
versations and reinforcement learning, requiring
no expert-annotated supervision during training.
Second, while PaniniQA emphasizes question gen-
eration and selection, we frame the problem as a
full multi-turn education task, where the chatbot
dynamically guides patients through dialogue and
reinforces learning based on test outcomes. Third,
our reward signals are verifiable and outcome-
based, derived from simulated comprehension tests,
enabling scalable RL-based alignment.
Conversational Learning and Medical QA: Re-
cent research highlights the importance of learn-
ing through conversation, especially for patient
education (Golinkoff et al., 2019; Zhang et al.,
2019; Xu et al., 2022). Dialogic Reading (White-
hurst, 2002; Mol et al., 2008; Lever and Sénéchal,
2011) shows that guided dialogue can significantly

improve knowledge retention in learners. While
it is not always feasible to engage human clini-
cians in repeated one-on-one education sessions,
chatbot-based dialogue systems can offer scalable
and personalized alternatives (Yao et al., 2021;
Cai et al., 2022). Unlike most clinical QA sys-
tems, which focus on fact retrieval or physician-
style queries (Pampari et al., 2018; Jin et al., 2019;
Raghavan et al., 2021; Yao et al., 2024b), our sys-
tem prioritizes education-oriented dialogue. This
includes conversational strategies such as simplifi-
cation, clarification, and empathy, which are cru-
cial for improving patient comprehension (King
and Hoppe, 2013). Moreover, while prior work
has used LLMs for general and medical question
generation (Guo et al., 2024; Klang et al., 2023;
Yao et al., 2025), these approaches rarely incorpo-
rate verifiable outcomes or educational objectives
in their evaluation.

6 Conclusion

We present a multi-agent framework for automating
the development of domain-specific, lightweight
chatbot for patient education using RL-based align-
ment. The proposed approach utilizes supervised
fine-tuning with synthetically generated data, fol-
lowed by alignment through simple PPO technique.
Our findings demonstrate that reinforcement learn-
ing significantly enhances the overall performance
of the chatbot. Also, in a Turing test evaluation,
NoteAid-Chatbot exhibited performance compara-
ble to that of human educators.

7 Ethical Concerns and Limitations

7.1 Ethical Concerns
We have not yet implemented quantitative meth-
ods to detect or prevent hallucinated outputs—an
inherent risk in deploying LLMs in clinical applica-
tions. In high-stakes environments, hallucinations
could pose serious threats to patient safety. To
mitigate this, we limited our implementation to dis-
charge scenarios, where the contents of the note
are known and can be verified. Recent work (Kim
et al., 2025) has proposed using factuality metrics
such as FactScore (Min et al., 2023) to assess and
minimize hallucinations. Future iterations of this
system should incorporate such mechanisms to en-
sure factual integrity.

Although we used the LLM-as-a-Judge frame-
work to evaluate output quality, this method is not
without limitations. Studies (e.g., (Lan et al., 2024))



have shown that evaluation outcomes may vary
depending on the order of response presentation,
introducing positional bias. While human evalu-
ation could offer a more reliable benchmark [4],
it is expensive and undermines the scalability of
automated assessments. Pairwise evaluation strate-
gies, as recommended by (Ye et al., 2024), may
help reduce this bias while maintaining evaluation
efficiency.

Fully autonomous use of NoteAid-Chat with-
out human oversight may compromise patient
safety. Clinical judgment and contextual under-
standing—especially in high-risk settings—remain
beyond the capabilities of current AI systems.
We therefore advocate for restricting the use of
NoteAid-Chat to low-risk, informational contexts
and avoiding decision-making on behalf of patients.
Integrating human-in-the-loop oversight and apply-
ing mitigation strategies discussed above can make
the system more robust and clinically responsible,
serving as an assistive tool for both patients and
healthcare providers.

7.2 Limitations

This study has several limitations. First, we did
not explore alternative reinforcement learning (RL)
alignment methods or incorporate recent advances
in test-time optimization techniques. Investigating
and comparing these approaches remains an im-
portant direction for future work. Second, during
the reinforcement learning phase and subsequent
simulations on NG and NS , conversations were
constrained to a maximum of 20 turns. Future iter-
ations should enable the chatbot to autonomously
determine appropriate termination points based on
the conversational context. Third, the patient agent
used during both training and simulation was im-
plemented using GPT-4o-mini, roleplaying as a
patient. However, its behavior may not accurately
reflect real-world patient interactions. Future re-
search will incorporate more robust and validated
roleplay methodologies to create a more realistic
simulation environment, thereby enhancing model
performance. Finally, the human evaluation compo-
nent was limited by a small sample size, with only
five student participants per group. This narrow
cohort does not capture the diversity of real-world
patient populations. To improve the generalizabil-
ity and validity of the findings, future studies will
involve a larger and more representative sample.
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A Dataset Evaluation

A.1 Dataset Quration

For CompG and CompS , we ensure the quality
with different measures.

We take two steps to generate and evaluate the
quality of DGold. First by asking students to anno-
tate 5-10 questionnaires. And then, 3 experts will
go through the generated datasets and evaluate and
comment or modify the questionnaires. The stu-
dents were all PhD students majoring in Computer
Science in the United States. The expert annotators
were 2 nurse professors in the United States and 1
doctor from South Korea.

For each NG, we instructed the annotators to
generate 5 to 10 multiple choice questions with 3
choices; answer, distractor and irrelevant as shown
in figure 4 We asked three medical experts to go
through the questions and the questionnaires to
validate the quality of the annotated Q ∈ CompG.
We asked them to modify or leave comments to Q
and made the changes according to their comments
(Figure 5).

For the generated dataset, CompS , we first en-
sured that we have diverse NS generated by GPT-
4o-mini. We use the prompt in Figure 6 to generate
the synthetic notes. To do so, we prepared specific
demographic criterias-Age, Gender, Ethnicity, Dis-
ease category, Chief Complaints, Associated Proce-
dures. For Disease category, Chief Complaints and
Associated Procedures, we kept combinations that
were clinically plausible since some combinations
could irrelevant in clinical perspective (Table 8).
And by mixing the combinations of these criterias
with a predefined distribution shown in Table 1 for
each category, we instruct GPT-4o-mini to gener-
ate a discharge note that contains the six medical
content categories suggested in Table 2. We fol-
low the demographic distribution of MIMIC-IV
dataset (Johnson et al., 2023), the ideal real-world
research dataset in clinical domain. We generated
10,000 synthetic discharge notes (NS).

After we generated the discharge notes, we then
generated the questionnaire (Q) and the conversa-
tion history (ConvS) between the educator and the
patient using the prompt in Figure 7 and also the
questionnaires using the prompt illustrated in Fig-
ure 8. Here we also instruct GPT-4o-mini to gen-
erate the datasets. In our instructions, we include
the discharge note (N i

S) and the medical conversa-
tion strategies that are listed in Table 2. All of the
dataset were written in English.

A.2 Evaluation for Synthetic Discharge Notes

To ensure the quality of the dataset, we performed
quality check measures for NS . We first analyzed
the distribution of the dataset to verify the diversity
(Figure 9). As seen in the figure, we have suc-
cessfully diversified the contents of the discharge
note using strict guidelines when instructing GPT-
4o-mini to generate synthetic discharge note. We
also conducted a case analysis on the generated
discharge note. As seen in figure 10, the note con-
tains the six medical contents that should appear
in an ideal discharge note–Return to the Hospi-
tal/ED, medication, Diagnosis, Post-discharge treat-
ment, Test and treatments during stay and Follow-
up information-these are highlighted in the figure.
By carefully coordinated demographic and clinical
combinations, we ensure the generated discharge
notes are clinically relevant and also diverse.

B Experimental details

B.1 Data splits

For CompS , we split into 8000, 1900, 100 ratio.
Here, 8000 samples of NS and CompS were used
in the Supervised Fine-Tuning. 1900 samples were
used in validation to know whether the model is be-
ing overfitted or underfitted in the training process.
The last 100 samples were used as the test set. For
CompG, the notes were also used as a test set.

B.2 Reward Function

R =
1

T

T∑
t=1

rt (5)

Here, rt is the score for question t, assigned as
1 if the question is answered correctly and 0 other-
wise. T denotes the total number of questions in the
test. For each medical note, we generated 5 to 10
multiple-choice questions, each with three possible
answer options. During the PPO stage, the model
receives a reward based on the number of questions
it answers correctly—these points are accumulated
and used as the reward signal for training.

B.3 Generation configurations

We set the maximum sequence length for LLaMA
3.2-3B model to 60,000 token length. Also for
each utterance generation we set 200 tokens as a
maximum number of tokens to be generated. The
temperatures were set to 0.6 for closed source mod-
els, and 0.2 for open-source models.



Guidelines for Annotation
1. You are going to create 5-10 questions for each discharge note.
2. These questions are going to be clinically “relevant” and also important for the patient.
3. What is concerned “relevant” is as follows :
i) It has to be acknowledged in the discharge note
ii) It has to be concerned with the current health issues for that particular stays
iii) It has to be concerned with instructions from the medical doctor
iv) The categories that you could consider. The questions could be asked from in such categories :
Diagnosis during hospital stay
Procedure(interventions/tests) during hospital stay
Medication during hospital stay
Diagnosis in discharge
Procedure(follow up/tests/interventions) after discharge
Medication after discharge

Example questions :
Q. Why were you admitted to the hospital?
Q. What is the medication that the doctor recommended you to take?
Q. To treat your <illness/symptom> what drug did the doctor prescribe you?
Q. During your stay, the staff found you had <illness/symptom>. What was the name of that illness?
Q. The Doctor warns about your danger of <illness/symptom>. What kind of treatment/intervention
did he recommend?
Q. What was your diagnosis during your stay?
Q. What is the cause of your symptoms?
Q. What is the correct dose of Gabapentin?
Q. What is the purpose of taking Benzonatate 100 mg three times a day as needed for cough?
Q. What procedure was performed during your hospital stay?
Q. What is the dosage of Lantus at night?

4. What is NOT considered “relevant” is as follows :
i) It does not appear in the discharge notes and cannot be inferred from the discharge notes
ii) If it has less issues with the current health state of the patient or if it’s something that happened in
the past that does not affect current health related concerns

5. How to comprise the choices i) you will come up with 3 choices for each questions ii) each choices
will be either answer, distractor and irrelevant choice iii) distractor can be defined as something similar
to the answer that causes confusion but not the actual answer that the question is looking for. E.g.
distractors that are opposite to the answer would be one example. iv) irrelevant choice should be
something that is bizarre, out of context. It should appear in the discharge note, but a totally irrelevant
answer to the question.

Figure 4: Guidelines for initial questionnaire generation for Q



Guidelines for Annotation
1. You are going to evaluate 5-10 questions for each discharge note.

2. These questions are going to be clinically “relevant” and also important for the patient.

3. What is concerned “relevant” is as follows :
i) It has to be acknowledged in the discharge note
ii) It has to be concerned with the current health issues for that particular stays
iii) It has to be concerned with instructions from the medical doctor
iv) The categories that you could consider. The questions could be asked from in such categories :
Diagnosis during hospital stay
Procedure(interventions/tests) during hospital stay
Medication during hospital stay
Diagnosis in discharge
Procedure(follow up/tests/interventions) after discharge
Medication after discharge

4. How to
i) If you think the question is okay, please check relevant.
ii) If you consider that the question itself needs to be totally removed or changed please check
irrelevant.
iii) if you consider the question is okay but needs some modification please check modify and leave a
comment below how we should change the questions
iv) if you checked irrelevant or modify please write what should be changed and guidance on how to
fix the text or the question.

Figure 5: Guidelines for questionnaire modification for Q



Synthetic note generation prompt

You are an expert in medicine with a lot of experience. Please generate a synthetic Electronic
Health Record (EHR) discharge notes for a scenario that a patient is discharging from a hospital.
You will be given some basic demographic information. Please generate according to these
predetermined information.

Demographic :
Disease category : {disease category}
Age category : {age}
Sex : {sex}
Ethnicity : {ethnicity}
Chief Complaint category : {chief complaint}
Procedures : { procedure}

The notes should contain the following subjects:
1) Indications to return to the Hospital/ED: Sign/Symptoms that the patient should be aware of
when that person should contact or return to the hospital/Emergency Department.
2) Medication Information: The medication that the patient takes post-discharge.
3) Diagnosis: The chief complaint of the patient, the main and sub diagnosis of the patient. This
should be in Unified Medical Language System (UMLS) vocabulary.
4) Post-discharge treatments: What kind of actions or activities that the patient should be or should
not be doing post-discharge.
5) treatments/tests during stay: What type of treatment/tests were done during their stay, and what
the results were.
6) Follow up: When and where the patient should be following up the patient’s health issues
post-discharge.

The format of the note should be as follows:
Note ID : [note id]
Sex: [sex] Chief Complain: [chief complaint of the patient]
Past Medical History: [Past medical diagnosis]
Family History: [Family history]
Social History: [Social history]

1. Patient Summary

2. Patient History

3. Procedures and Progress during stay

4. Discharge Instructions

5. Discharge Summary

|||END ...

Figure 6: Synthetic note generation prompt



Synthetic questionnaire generation prompt

You are an expert and an educator in medical domain. You will be given a patient’s discharge note.
Your task is to generate 10 questionnaire for the discharge note which you think is important that
the patient knows. It should be a multi-choice questionnaire where one is the answer, two of them
are irrelevant, distractors. Please make sure that the question contents include the following topics
:

Medical Contents:
1) Indications to return to the Hospital/ED: Sign/Symptoms that the patient should be aware of
when that person should contact or return to the hospital/Emergency Department.
2) Medication Information: The medication that the patient takes post-discharge.
3) Diagnosis: The chief complaint of the patient, the main and sub diagnosis of the patient. This
should be in Unified Medical Language System (UMLS) vocabulary.
4) Post-discharge treatments: What kind of actions or activities that the patient should be or should
not be doing post-discharge.
5) treatments/tests during stay: What type of treatment/tests were done during their stay, and what
the results were.
6) Follow up: When and where the patient should be following up the patient’s health issues
post-discharge.

Here are some example questions. Note that you don’t have to follow exactly what it says here, but
this is just to give you a general idea what kind of questions you should make.
Example Questions:
What is your diagnosis?
What treatments or procedures did you receive?
What medications were prescribed, and what are they for?
How should you take your medications, including dosage and timing?
What are the possible side effects of your medications?
...
The format of the output should be in a list of jsons.

...
Please provide your response solely in the list of json format without including any text. Do not
omit any braces. Do not include any text or code fences (like “‘). The JSON must be valid and
properly closed with }}.
Discharge note : {discharge_note}
Output :

Figure 7: Synthetic questionnaire generation prompt



Synthetic Conversation history generation prompt

You are an expert in medical domain. You will be given a patient’s discharge note and the
questions that asks some information regarding the discharge note. Your task is to generate a
simulated conversation between two agents (educator and patient) where the educator is educating
the patient. Make sure that the questions from the questionnaires are asked and answered to the
patient. Patient may or may not know the answer to those questions. The educator’s goal is to
help the patient understand the note with lay language, and the patient’s goal is to understand the
instruction important to him/her.

Please make sure that the educated contents follow the conversation strategies provided below :
1) Fostering relationship: Build rapport and connection, Respect patient statements, privacy,
autonomy, Engage in partnership buildiing. Express caring and commitment. Use appropriate
language. Encourage patient participation. Show interest in the patient as a person.
2) Gathering information: Attempt to understand the patient’s needs for the encounter. Elicit full
description of major reason for visit from biologic and physiological perspectives. Ask open-ended
questions. Allow patient to complete responses. Listen actively. Elicit patient’s full set of concerns.
Elicit patient’s perspective on the problem/illness. Explore full effect of the illness. Clarify of the
information. Inquire additional concerns.
3) Providing information: Seek to understand patient’s informational needs. Share information.
Overcome barriers to patient understanding. Facilitate understanding. Explain nature of the
problem and approach to diagnosis, treatment. Give uncomplicated explanations and instructions.
Avoid jargon and complexity. Encourage questions and check understanding. Emphasize key
messages.
4) Decision making: Outline collaborative action plan. Identify and enlist resources and support.
Discuss follow-up and plan for unexpected outcomes.
5) Enabling disease and treatment-related behavior: Assess patient’s interest in and capacity for
self-management. Provide advice (information needs, coping skills, strategies for success). Agree
on next steps. Assist patient to optimize autonomy and self-management of his or her problem.
Arrange for needed support. Advocate for, and assist patient with, health system. Assess patient’s
readiness to change health behaviors. Elicit goals, ideas, and decisions.
6) Responding to emotions: Facilitate patient expression of emotional consequences of illness.
Acknowledge and explore emotions. Express empathy, sympathy, and reassurance. Provide help in
dealing with emotions. Assess psychological distress.

Please also provide evidence from the original note for every physician chatbot’s utterance. Follow
the following format to construct your output.
...
Discharge note :
{discharge_note}

Questionnaire :
{Questionnaire}

Output :

Figure 8: Synthetic conversation history generation prompt



Table 8: Clinical combinations for generating NS

Disease Category Chief Complaints Associated Procedures

Infectious Diseases Fever and Infections, Respi-
ratory Issues, Gastrointestinal
Symptoms

Medication, Laboratory test, Vital Sign
measurement

Chronic Diseases Pain, General symptoms Medication, Physical therapy, Surgery, Di-
agnostic Imaging, Laboratory test, Vital
Sign measurement

Cardiovascular Diseases Cardiovascular symptoms, Pain Cardiac Catheterization, Physical Therapy,
Diagnostic Imaging, Laboratory test, Vital
Sign measurement, Medication

Neurological Disorders Neurologic Symptoms, Pain Physical Therapy, Diagnostic Imaging,
Laboratory test, Vital Sign measurement,
Medication

Mental Health Disorders Mental health concerns Medication, Laboratory testing, Vital Sign
measurement

Oncological Diseases Pain, General symptoms Surgery, Chemotherapy, Radiation therapy,
Medication, Laboratory testing, Vital Sign
measurement

Autoimmune Diseases Pain, General symptoms Medication, Laboratory testing, Vital Sign
measurement

Genetic Disorders General symptoms Medication, Laboratory testing, Vital Sign
measurement

Endocrine Disorders General symptoms Medication, Laboratory testing, Vital Sign
measurement

Musculuskeletal Disor-
ders

Pain, General symptoms Physical therapy, Surgery, Medication,
Laboratory testing, Vital Sign measure-
ment

Gastrointestinal Disorders Gastrointestinal symptoms Endoscopy, Medication, Laboratory test-
ing, Vital Sign measurement

Dermatological Disorders Dermatological issues Wound care, Medication, Laboratory test-
ing, Vital Sign measurement

Urinary and Renal Disor-
ders

Urinary and Renal issues Dialysis , Medication, Laboratory testing,
Vital Sign measurement

Gynecological & Obstet-
ric issues

Gynecological & Obstetric
complaints

Surgery, Diagnostic Imaging, Medication,
Laboratory testing, Vital Sign measure-
ment



Figure 9: Demographic distribution of NS .



Note ID:123456 Name:John Doe
Sex:Male Chief Complaint:Shortness of breath
Past Medical History:Hypertension, Type 2 Diabetes Mellitus
Family History:Father with coronary artery disease, mother with hypertension
Social History:Smokes 1 pack per day, occasional alcohol use, lives alone

—

1. Patient Summary
...

3. Procedures and Progress during stay
During the hospital stay, the following tests and treatments were performed: - Spirometry on admission
showed moderate obstruction, FEV1 55% of predicted.
- Chest X-ray was unremarkable for acute processes.
- Blood tests revealed hyperglycemia (BG 250 mg/dL) and elevated White Blood Cell count.
- The patient received nebulizer treatments every 4 hours and was placed on systemic corticosteroids.
- Antibiotics were initiated due to a suspected respiratory infection, and upon clinical improvement,
continued for a total of 7 days. The patient’s respiratory status improved with treatment, and he was
weaned off supplemental oxygen.

4. Discharge Instructions

Discharge Diagnosis:Acute exacerbation of chronic obstructive pulmonary disease (COPD)
...

Discharge Medications: - Albuterol 90 mcg, 2 puffs every 4-6 hours as needed for wheezing
- Prednisone 40 mg orally once daily for 5 days
- Metformin 500 mg orally twice daily for diabetes management
- Amlodipine 5 mg orally once daily for hypertension

Discharge instructions:
- Indications to return to Hospital/ED: The patient should return to the hospital or contact a healthcare
provider if he experiences increased shortness of breath, chest pain, persistent cough with blood, fever
greater than 101°F, or signs of an allergic reaction to medications (e.g., rash, swelling).
- Post-discharge treatments: The patient should continue all prescribed medications, avoid smoking and
any exposure to respiratory irritants, and maintain a low-sugar diet with ample hydration. Engage in
light physical activity as tolerated but avoid strenuous activities until cleared by a follow-up physician.
- Follow-up: The patient is advised to schedule a follow-up appointment with his primary care
physician within 1 week for management of COPD and diabetes.

5. Discharge Summary
The patient was admitted for acute exacerbation of COPD and has shown significant improvement
after received treatment. Upon discharge, he was educated about medication adherence and lifestyle
modifications necessary for better management of his respiratory condition and diabetes. He was
informed about signs and symptoms that would warrant further medical attention.

|||END

Figure 10: Example of synthetic discharge note from NS



B.4 System prompts and evaluation prompts

B.4.1 Evaluation prompts
The evaluation prompts used for medical content
evaluation and medical conversation strategy eval-
uation are in Table 11 and Table 12, respectively.

B.5 Hardware settings & Compute time

The server has Intel(R) Xeon Gold 6226R CPU @
2.90GHz. It required 4 Nvidia Quadro RTX 6000
24GB to fine-tune LLaMA 3.2-3B-Instruct. Fine-
tuning took around 2 hours using the training set,
for the reinforcement learning stage, around 1-2
hours. However, it took more than suggested com-
pute time for the actual experiments since we had
unsuccessful experiments to find the appropriate
hyperparameter for the generation configurations.

C Calculating Confidence Intervals

For each test set of NG and NS , there are 100 inde-
pendent samples. And for each of these instances,
we measured the simulated conversation’s score.
Each value is reported as mean ± margin of error,
where the margin is computed as tα/2 · SEM using
100 samples and a 95% confidence level. We re-
port the margin error for Table 4 and Table 5. For
Table 3, we report a single shot tryout result.

D Evaluation for generation metrics

We used Huggingface’s BLEU, ROUGE-L,
BERTscore and NLTK library’s Flesch-Kincaid
Grade Level api to calculate the generation met-
rics.

E Medical content evaluation

As illustrated in Table 9, the evaluation results of
using LLM-as-a-judge can easily classify the rel-
evant medical content categories of the utterance
of the models. This is not a difficult task that re-
quires difficult reasoning such as mathematics. The
outputs are highly reliable.

F Medical conversation strategy
evaluation

The case study results are shown in Table 10. This
is a fully automated scoring system, therefore we
compared the output of the model and the analysis
of an expert. In general, we found that the evalu-
ation has minor discrepancies between the LLM-
as-a-judge and the human expert evaluation results.
We found some differences in Enabling disease and

Table 9: Case study with LLM-as-a-judge for medical
content.

Medical content evaluation outputs

1 Chatbot : Great question! One serious
symptom would require calling our doctors
immediately—namely worsening persistent
pain despite proper management. Got that
covered?
LLM-as-a-judge : Return to Hospital/ED

2 Chatbot : One thing definitely worth keep-
ing track of isn’t feeling fatigued any-
more quickly enough within those first few
weeks. That’s really good news! Do re-
member that?
LLM-as-a-judge : Diagnosis

3 Chatbot : Yeah absolutely–it helps prevent
complications related specifically due infec-
tions developing near-the-incised-area-so-
staying-cautious-is-vital-right-now!?
LLM-as-a-judge : Post-discharge treat-
ment

4 Chatbot : Don’t Take More Medicine Than
Prescribed Even When Felt Severe Because
Over-Dosing Has Serious Consequences
Always Better Safe Then Sorry!!.
LLM-as-a-judge : Medication

5 Chatbot : During our next visit together,
one important thing would be getting an-
other chest x-ray before then; does that
sound right to you?
LLM-as-a-judge : Test and Treatments,
Follow-up

treatment-related behavior and responding to emo-
tions. But the overall trend has a similarity. This
way, we justify the quality of the LLM-as-a-judge
based evaluation for medical conversation strategy.

G Turing test details

G.1 Information for the participants

Instructions given to the human subjects can be
seen in figure 13. Each participants were randomly
assigned to their roles. For the patient roles, the
identity of their counterpart, the educator, was not
disclosed until the study was finished.



Medical content evaluation prompt

### Instruction : You are an expert in clinical conversation. Here are the types of conversation
categories between a physician and the patient. Please classify each given sentence based on these
criteria. Below is the criterias and their explanation. Each sentence could have multiple categories
of contents in it. We also give you some examples.

### Define conversation categories
1. Return to the ED/Hospital indications (c1) : If the conversations is about sign or symptoms
when the patient should return to the ED/Hospital, then it should be classified as c1
2. Medication Info (c2) : If the conversation is about a drug information that the patient is taking,
then classify as c2.
3. Diagnosis (c3) : If it’s about the diagnosis/disease of the current or past disease classify this as
c3.
4. Postdischarge treatment (c4) : If the conversation is about a treatment that is taken after the
patient is discharged from the ED/Hospital then classify as c4.
5. tests and treatments (c5) : If the conversation is about a test/treatment that happened during the
patient’s stay then classify as c5.
6. Follow-up (c6) : If the conversation is about where or when they will follow-up with their health
issues then classify as c6.
7. No matching (NA) : If there are no matching for the above criteria, classify as NA.

### Example:

### Sentence
Hi How are you today?

### Classifcation : NA

### Sentence
Got it. What about the bowel symptoms they mentioned? What should I look out for?

### Classifcation : c3

...

### Sentence :
{sentence-needs-to-be-examined}

### Classification :

Please output the class and no other strings included

Figure 11: Medical Content evaluation prompt



Medical conversation strategy evaluation

You are a medical expert who wants to evaluate how helpful and clinically appropriate a
conversation between an agent and a patient is. You will be evaluating the conversation strategy
specifically. Here is the conversation that we use to evaluate. The patient asks some questions
regarding their discharge notes and the agent answers, in order to help patients understand and
memorize their discharge instructions.

Six evaluation aspects for the agent’s conversation strategy.

Fostering relationship: Build rapport and connection, Respect patient statements, privacy,
autonomy, Engage in partnership building. Express caring and commitment. Use appropriate
language. Encourage patient participation. Show interest in the patient as a person.

Gathering information: Attempt to understand the patient’s needs for the encounter. Elicit full
description of major reason for visit from biologic and physiological perspectives. Ask open-ended
questions. Allow patient to complete responses. Listen actively. Elicit patient’s full set of concerns.
Elicit patient’s perspective on the problem/illness. Explore full effect of the illness. Clarify of the
information. Inquire additional concerns.

Providing information: Seek to understand patient’s informational needs. Share information.
Overcome barriers to patient understanding. Facilitate understanding. Explain nature of the
problem and approach to diagnosis, treatment. Give uncomplicated explanations and instructions.
Avoid jargon and complexity. Encourage questions and check understanding. Emphasize key
messages.

Decision making: Outline collaborative action plan. Identify and enlist resources and support.
Discuss follow-up and plan for unexpected outcomes.

Enabling disease and treatment-related behavior: Assess patient’s interest in and capacity for
self-management. Provide advice (information needs, coping skills, strategies for success). Agree
on next steps. Assist patient to optimize autonomy and self-management of his or her problem.
Arrange for needed support. Advocate for, and assist patient with, health system. Assess patient’s
readiness to change health behaviors. Elicit goals, ideas, and decisions.

Responding to emotions: Facilitate patient expression of emotional consequences of illness.
Acknowledge and explore emotions. Express empathy, sympathy, and reassurance. Provide help in
dealing with emotions. Assess psychological distress.

5-point likert scale:
1: very low rating
2: low rating
3: neutral or medium rating
4: higher rating
5: very highly rating

The conversation between the patient and the AI model:
{conversation-history}

Give the 5-point likert scale of the agent’s conversation quality (six aspects) one by one. When
providing the evidence, please describe what would help to improve the score to make them the
full 5 point. Keep the evidence concise and short.
...

Figure 12: Medical conversation strategy evaluation prompt



Table 10: Case study with LLM-as-a-judge for medical conversation strategy for a conversation between our model
and the patient agent

Category LLM
Score

Expert
Score

Evidence

Fostering relationship 4/5 4/5 The agent exhibited caring and engaged with the
patient, but further personalization and acknowledg-
ment of the patient’s feelings would strengthen the
rapport.

Gathering information 4/5 4/5 The agent asked appropriate questions and listened
actively; however, encouraging more open-ended re-
sponses would deepen understanding of the patient’s
concerns.

Providing information 4/5 5/5 The agent provided clear and understandable instruc-
tions, but occasional jargon and complex phrasing
detracted from clarity.

Decision making 3/5 3/5 The agent discussed follow-up and assured the pa-
tient but could better outline collaborative decision-
making and resource identification.

Enabling disease and treatment-
related behavior

4/5 3/5 The agent provided useful advice but could further
enhance the patient’s autonomy by discussing self-
management strategies more explicitly.

Responding to emotions 3/5 5/5 While the agent acknowledged some emotions, more
empathetic engagement and probing into the patient’s
feelings could improve emotional support.

G.2 Enrollment and Experiment

In our enrollment process, we first explained the
experiment and then took their verbal consent. Af-
ter 2 weeks, we randomly assigned the role for
each participants. Asking them to prepare their
pen, and laptop. Using their laptop, depending on
their role, they were asked to login as an expert or
the patient as seen if Figure 14, and Figure 15. The
participants taking the patient role, did not know
whether their educator was going to be a human or
not. They interacted for 15 minutes regarding the
discharge note.

After the dialogue took place, the patient roles
were asked to take the comprehension test and
guess whether their counterpart felt like human
or not.

G.3 Data Confidentiality and Potential
Privacy Risk

In order to protect the personal information of the
participants we removed the collected participant’s
personal information and only used their subject
number in processing the results. We eliminated
their names and emails to protect the participant’s
privacy.

H Failure Case Analysis

We also share the cases where the model fails to ac-
knowledge the shortcomings of the framework 16.
In the first case (Case 1), the model asks why
it didn’t have methotrexate prescription. How-
ever, in the medical note, there was no mention
of methotrexate. Although there was a similar drug
but different drug named “Methadone”. We have
found several cases in the dialogue between the
chatbot and the patient agent of showing these be-
haviors. We noticed these behaviors occurs when
there are similar drug names, or the format of the
discharge note is different from the discharge note
that it was already trained on. These are the ones
considered as "dangerous" hallucinations which
could have devastating effects to the patient. In
the second case (Case 2), the model recommends
anti-nausea medications, despite the fact that none
were prescribed in the discharge note. While the
patient is presumed to have cancer and be undergo-
ing treatment—conditions where anti-nausea med-
ication may be clinically appropriate for manag-
ing treatment-related side effects—this information
was not explicitly stated in the discharge summary.
In contrast to the first case, this example presents a
scenario of a "positive" or minimally harmful hallu-



This study aims to test the robustness of healthcare AI agents in discharge scenarios. You will be
either taking the role of educator or the patient. We randomly assigned each of you to a role and
will let you know which role you are assigned to.

For the educators you will be asked to stay in room A, and for the patient roles, you will be asked
to stay in room B. For nurse educators, you will be asked to stay at room C.

For the educator role, your goal is to deliver as much information that is written in the discharge
note as possible. Prioritize the things that should be taught first, such as discharge diagnosis,
medication information, discharge instructions and such. For the patient role, you will be asked to
engage with your educator, learn and remember as much information as possible. This will last
around 15 minutes.

After the engagement, educator roles can leave the room and finish their participation. The patient
will take a comprehension test that has 8-10 questions about your discharge note. This will last for
15 minutes.

After the test is finished, we will collect your test sheet and let you know whether you were in
group A,B or C. And whether you engaged with a real human being or a chatbot.

Figure 13: Information given to human subjects

cination, prompting the question of whether strict
adherence to the discharge note always represents
the optimal approach. In the third case (Case 3),
although not mentioned in the discharge note, the
model by its own knowledge recommends some of
the precautions to the patient. The only medication
listed is Tegretol, which is related to the patient’s
recent stroke. While there is no explicit instruc-
tion to avoid driving while taking this medication,
the model advises the patient to refrain from such
activities. Although this may be a reasonable pre-
caution in this context, offering unsolicited advice
without clinical backing can lead to unintended
consequences in other cases.

Overall, this underscores the critical importance
of addressing the risks involved in deploying lan-
guage models in patient-facing applications with-
out appropriate safeguards. Case studies such as
this illustrate the need for implementing robust
guardrails and precautionary measures to protect
patient safety. Designing mechanisms to prevent
potential harms should be a central focus in the de-
velopment of patient education systems. Our future
research will also focus on developing tools and
criteria aimed at enhancing patient safety.



Figure 14: Interface for experts for the Turing test

Figure 15: Interface for patients for the Turing test



Case 1

Case 2

Case 3

…
User : Yes, I’ll keep an eye out for any swelling near my surgery sites 
and return to the hospital if I notice anything unusual. Is there anything 
else I should be aware of as I continue my recovery?
Assistant : Adherently taking prescribed anti-nausea drugs consistently
leads significantly higher satisfaction rates among patients going through
 similar experiences like you right now!.
… 

Note : 
Tegretol 200 mg b.i.d x5 days and 400 mg
...

Conversation : 
…
User : Yes, I understand! I should call my healthcare provider if I notice any
 new symptoms, and that's usually their preferred method of 
communication. Is there anything else I should keep in mind after my 
discharge?
Assistant : One thing definitely worth keeping top-of-mind would include 
avoiding driving activities altogether once cleared medically speaking. 
Any thoughts around that restriction?
...

…
Assistant : now regarding medication management
—do you know why methotrexate wasn’t included here despite 
being prescribed previously ?
User : I think I remember that methotrexate was stopped because of 
some side effects I was experiencing. Is that why it wasn't included in 
my discharge note?
...

Figure 16: Three examples of failed cases of our trained
model. Our model similar to other LLMs suffers hallu-
cination issues.
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